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Abstract An analysis method for the uncertainty of a small evaporation rate in a
magnetic suspension balance/diffusion-tube humidity generator has been developed.
Using experimentally obtained data, the uncertainty is evaluated as a function of mea-
surement time. It is found that the observed standard deviation of the evaporation
rate in a region of short measurement time (short term) is inversely proportional to
the measurement time, and that in a region of long measurement time (long term) the
standard deviation does not vary markedly with increasing measurement time. The
behavior of the observed standard deviation in the short term is attributable mainly
to the uncertainty of the balance reading, and that in the long term to the variabil-
ity of room temperature. The results of the investigation show that the use of only
least-squares analysis leads to underestimation of the uncertainty.

Keywords Calibration gas · Cavity ring-down spectroscopy · Gas standard ·
Humidity standard · Trace moisture

1 Introduction

The measurement of trace moisture in process gases has become increasingly impor-
tant in the semiconductor industry because it has been recognized that even trace
amounts of water vapor can adversely affect the yield and product quality of semicon-
ductor devices [1]. Various measuring instruments to detect trace moisture in gases
have been developed [2]. The choice of the instrument may depend on factors such
as humidity range, response time, size, and cost. Regardless of the type of instrument
chosen, periodic calibrations are always needed to achieve reliable measurements.
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Diffusion-tube and permeation-tube [3] humidity generators (DTGs and PTGs) are
commonly used for such a purpose because these generators can relatively easily real-
ize humidity standards in the trace moisture region. In a DTG or a PTG, a diffusion
cell (consisting of a small water vessel having a diffusion tube) or a permeation tube
is placed in a chamber to be used as the source of water vapor. The water vapor from
the source is mixed with a dry gas in the chamber, and a humid gas is generated.
The amount-of-substance fraction of water in the gas, xw, produced in this manner is
given by

xw = N + Nb + Fxb

N + Nb + F
≈ N

F
+ Nb

F
+ xb, (1)

where N is the amount-of-substance of water vapor evaporated per unit time from the
diffusion cell (molar evaporation rate) or permeation tube (molar permeation rate), Nb
is the amount-of-substance of water vapor adsorbed/desorbed per unit time from the
inside surfaces of the chamber and pipes, F is the molar flow rate of the dry gas, and
xb is the amount-of-substance fraction of residual moisture in the dry gas. Equation 1
shows that the uncertainty analysis of N is an essential issue for realizing primary
standards with DTGs or PTGs. In this article, we focus only on the uncertainty of N ;
we are not concerned here with the uncertainties of Nb, F , and xb.

N is related to the evaporation rate qe of water vapor from the diffusion tube or
permeation tube by

qe = N Mw, (2)

where Mw is the molar mass of water, and its value is known with much smaller rela-
tive uncertainty than that of N dealt with in this article. Therefore, the uncertainty of
qe is given by

u2(qe) = u2(N )M2
w + u2(Mw)N 2 ≈ u2(N )M2

w, (3)

where u(X) is the standard uncertainty of the quantity X . Equation 3 shows that
the analysis of u(N ) is essentially the same as that of u(qe). The quantity qe can
be measured by weighing the diffusion cell or permeation tube either periodically
or continuously using an analytical balance. Details of the methods of measuring qe
and its uncertainty analysis are found in the literature [4–6], which gives us helpful
examples to realize humidity standards using DTGs and PTGs. However, it seems
that further studies are still necessary to measure qe more accurately and precisely,
and to evaluate u(qe) more accurately if the value of qe is very small, for instance,
qe ∼ 10 µg ·h−1 to attain xw ∼ 10 nmol ·mol−1. In such a case, even a small drift in
the balance reading caused by various environmental effects can be a major compo-
nent of the uncertainty. Furthermore, it normally takes a long time to determine such
a small qe by mass measurement, and it is difficult to maintain the same experimental
conditions during the experiment. Therefore, the environmental effects on the balance
and moisture generation should be quantitatively evaluated in more detail.
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In this study, we performed consecutive measurements of a mass-change rate
(≈11 µg ·h−1) for 14–31 days using a magnetic suspension balance/diffusion-tube
humidity generator (MSB/DTG) to examine the environmental effects on the bal-
ance reading and trace-moisture generation. The effect of the variability of room
temperature on qe was quantitatively evaluated using the MSB and a moisture ana-
lyzer (MA) based on cavity ring-down spectroscopy [7–9]. The relationship between
u(qe) and measurement time was studied. An analysis method of u(qe) for small qe
in the MSB/DTG was developed.

2 Experimental

The experimental apparatus used in this work was essentially the same as that described
in our previous article [10]. Dry nitrogen (N2) gas was prepared using a purifier (Saes
Getters, Monotorr PS4-MT3-N-1). The amount-of-substance fraction of water vapor
in the gas was estimated to be below 1 nmol ·mol−1. This dry gas was introduced
into the inlet of a generation chamber and a bypass line using two thermal mass flow
controllers (Stec, SEC-F440M). The total flow rate was maintained at 2.5 L ·min−1

or 20 L ·min−1, and the flow rate to the chamber was 0.1 L ·min−1; the flow rates in
L ·min−1 used in this paper correspond to those measured under the standard condi-
tions of 101.325 kPa and 0◦C. Inside the chamber, a diffusion cell [11] was suspended
from the measuring load of an MSB (Rubotherm). Water was stored in the diffusion
cell, and water vapor that evaporated through the diffusion tube was diluted with dry
N2 gas coming from the inlet. Humid gas generated in this manner was taken from
the outlet of the chamber. The line from the outlet was connected to the bypass line,
and the humid gas was mixed and diluted with the dry N2 gas. This mixed flow was
divided into two streams. One was introduced into a pressure regulator (PR) to control
the pressure inside the chamber, which was maintained at 150 kPa. The other was led
to an MA (Tiger Optics, MTO-1000-H2O) based on cavity ring-down spectroscopy
to monitor the amount-of-substance fraction of water in the humid gas generated.

The mass-change rate of the diffusion cell was measured with the MSB. Mass
data were collected every 2 or 3 min. The zero-point correction and calibration of the
MSB were performed every 10 or 12 min and every 30 or 40 min, respectively. The
temperature of the chamber was maintained at 25◦C by monitoring the temperature
with a platinum resistance thermometer (PRT). Atmospheric pressure was measured
with a digital manometer (Yokogawa, MT210). The temperature and relative humid-
ity near the MSB were measured with a PRT and a humidity sensor (Sato Keiryoki,
SK-L200TH), respectively. The data of pressure, temperature, humidity, and flow rate
were collected every 1 min using a personal computer.

3 Uncertainty Analysis

We consider the standard uncertainty of the evaporation rate u(qe) as a function of the
measurement time �tm in line with [12]. The uncertainty due to the calibrations of
instruments is negligible, and is not further considered in this article.
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3.1 Formulation of Uncertainty

qe is measured as the mass-change rate of the diffusion cell qm (≤0) using the relation,

qe = −qm. (4)

The change in mass of the diffusion cell is given by −qmt where t is the time. Hence,
qm is given by

qm = −m0 − R

t
= −1

t

(
m0 − r

1 − ρa/ρ0

1 − ρg/ρ

)
, (5)

where m0 is the initial mass of the diffusion cell, R is the buoyancy-corrected reading
[13], r is the MSB reading, ρa is the air density, ρ0 is the density of the reference mass
for balance calibration, ρg is the gas density inside the chamber, and ρ is the density
of the diffusion cell. In this study, qm is estimated using a least-squares fit with a
linear function. The output estimate of mass-change rate and its uncertainty obtained
using the fit are denoted as qf and u(qf), respectively. u(qf) is not necessarily the same
as u(qe) because, in the least-squares analysis, u(qf) is calculated from the residuals
with respect to the fitted line on the assumption that the residuals are randomly scat-
tered about the true line. However, when the �tm used for the fit is small, the resid-
uals may not accumulate sufficient information on the true value, as schematically
illustrated in Fit 1 (�tm = �t1) in Fig. 1. In this case, qf deviates from the true
value qm, and u(qf) represents only the uncertainty of the fit with regard to the inac-
curately determined qf . In order to consider this effect quantitatively, we rewrite qm
in the form,

qm = qf + �qf , (6)

where �qf = qm − qf . The expectation of the additive correction �qf is zero. Using
Eqs. 4 and 6, u(qe) is given by

u2(qe) = u2(qf) + u2(�qf). (7)

According to the discussion in Annex E in [12], u(�qf) is expressed by

u(�qf) ≡ s(�qf) = s(qf) =
√√√√ 1

n − 1

n∑
i=1

(qfi−q̄f)2, (8)

where qfi represents qf obtained from the i th measurement, q̄f is the average of the n
measurements, and s(X) is the experimental standard deviation of X . Therefore, we
can determine s(qf) using Eq. 8 and experimentally obtained qfi . Using Eqs. 7 and 8,
we obtain

u2(qe) = u2(qf) + s2(qf). (9)
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Fig. 1 Schematic of the true line and fitting line is shown. Fit 1 is obtained by least-squares analysis with
the measurement time �tm = �t1. Fit 1 may deviate greatly from the true line when �t1 is small

3.2 Analysis of Experimental Data

s(qf) depends on the measurement time �tm, and a similar technique to that employed
in Knopf’s paper [14] was used to calculate s(qf) at �tm, as described below. The mass
measurement of the diffusion cell was performed consecutively for 18 days starting in
September 2005 (Experiment I). Only a portion of the data of the first 80 h is shown in
Fig. 2. Values in the figure are differences from the initial mass. The data were divided
using a time window of 24 h (�tw = 24 h) as illustrated in the figure, and 18 sets of
data were generated. Each set of data was used to determine qfi using a least-squares
fit with a linear function. As a result, 18 mass-change rates were obtained. Using these
data, we obtained q̄f = 11.64 µg ·h−1 and s(qf) = 0.07 µg ·h−1 for �tw = 24 h.
Time windows other than 24 h in the range of 3–100 h were also examined using the
same data. The results are shown in Fig. 3a. A similar experiment was performed for
31 days in April 2006 (Experiment II), as shown in Fig. 3b. In both experiments, s(qf)

decreases with increasing �tw in the short-term region of �tw. Over the longer term,
the s(qf) values appear to converge at approximately 0.03 µg ·h−1 in Experiment I,
and at 0.15 µg ·h−1 in Experiment II.

The behavior in the long-term region is attributable to an environmental effect
on trace-moisture generation. It was found that the variability of room temperature
affects the evaporation rate even though the temperature of the chamber is maintained
constant. When the room temperature varied by �Tr, the change in the evaporation
rate was observed to be C�Tr, where C is the sensitivity coefficient. We determined
C using evaporation rates measured at various room temperatures. This experiment
was performed consecutively for 14 days. Room temperature was variously maintained
near 25, 31, 23, and 25◦C with the use of an air conditioner. The evaporation rates were
determined using a time window of 10 h. The mass data recorded during the transitions
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Fig. 2 A portion of the data of the first 80 h in Experiment I is shown. The data are divided using a time
window of 24 h. Each set of the data is used to determine an evaporation rate using a least-squares fit with
a linear function
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Fig. 3 Standard deviation as a function of the time window is shown. s(qf ) is the observed standard
deviation of evaporation rates, ue(qf ) is the standard uncertainty due to balance reading, ug(qf ) is the
standard uncertainty due to variability of room temperature, and up(qf ) is the pooled standard uncertainty
calculated using results of least-squares analysis

of room temperature were not used for the analysis because they did not give constant
mass-change rates. Figure 4a shows the result of the experiment. Using a least-squares
fit with a linear function, we obtain C = 0.142 µg ·h−1 · K−1. The amount-of-sub-
stance fraction of water in the gas, xw, was also monitored using the MA at the same
time, as shown in Fig. 4b. During the experiment, the total flow rate of the dry gas F
was maintained constant. Therefore, we could also calculate the sensitivity coefficient
using xw, F , and room temperature Tr. The result was C = 0.132 µg ·h−1 · K−1.
These two values obtained experimentally separately are in agreement. Using the
average of the two values, we finally obtain C = 0.14 µg ·h−1·K−1. The standard
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Fig. 4 Effect of room temperature on the evaporation rate and the generated trace moisture is shown. Value
of the sensitivity coefficient C obtained using data measured with the MSB was 0.142 µg ·h−1·K−1 and
that with the MA was 0.132 µg ·h−1·K−1, shown in Fig. 4a and b, respectively

deviation of room temperature s(Tr) was approximately 0.2 K in Experiment I, and
Cs(Tr) = 0.03 µg ·h−1 is probably responsible for s(qf) in the long-term region. This
interpretation is consistent with the results of Experiment II; the standard deviation of
room temperature was approximately 1.1 K, giving Cs(Tr) = 0.15 µg ·h−1.

Thus, s(qf) is further divided as

s2(qf) = u2
g(qf) + u2

e(qf), (10)

where ug(qf) expresses the standard uncertainty due to the variability of trace-mois-
ture generation caused by the variability of room temperature described above, ue(qf)

is the standard uncertainty due to the other environmental effects, and the correla-
tion between these two terms is assumed to be negligible. ug(qf) is given by Cs(Tr).
Therefore, ue(qf) is expressed by

ue(qf) =
√

s2(qf) − C2s2(Tr). (11)

ug(qf) given by Cs(T̄r) and ue(qf) calculated using Eq. 11 are shown in Fig. 3a and b,
where the average temperature of each measurement, T̄r, was used to calculate s(Tr).
The figures show that the behavior of s(qf) in the short-term �tw region is attributable
to ue(qf). The pooled uncertainty of the fitting of up(qf) calculated using

u2
p(qf) =

∑n
i=1 νi u2(qfi )∑n

i=1 νi
, (12)

is shown in Fig. 3a and b for comparison, where u(qfi ) represents the standard uncer-
tainty of qfi obtained from the least-squares analysis and νi is the degrees of freedom.
Ideally, up(qf) represents the uncertainty of the evaporation rate, and should become
comparable to ue(qf) when ug(qf) is negligible. However, in Experiment I in which
ug(qf) is much smaller than up(qf) and ue(qf) in the short-term �tw region, up(qf)
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was smaller than ue(qf), indicating that up(qf) inadequately expresses the uncertainty,
because of the reliance on residuals that do not incorporate sufficient information for
reliable fitting. Furthermore, in the long-term �tw region, up(qf) could not be used to
explain the observed variability of the evaporation rate stemming from the variability
of room temperature. The results of the analysis show that information on ug(qf) and
ue(qf) are necessary to accurately evaluate the uncertainty of the evaporation rate.

3.3 Uncertainty of Evaporation Rate

In this section, we consider two cases in which a measuring instrument is calibrated
against qf . The uncertainty is evaluated using the experimental data as a function of
the measurement time �tm. The procedure for determining the standard uncertainty of
the evaporation rate, u(qe), depends on the ratio of the period of time used to calibrate
the instrument �tc, namely, the ratio of �tc to �tm. In the calibration, the average of
the indication of the instrument Ī measured during �tc is compared with xw deter-
mined using qf . If multiple calibrations are performed during �tm or only a small part
of �tm is used as �tc for the calibration, referred to as case (i), it is considered that the

calibration is performed against qf with an uncertainty of
√

u2
p(qf) + u2

g(qf) + u2
e(qf).

Thus, using Eqs. 9–11, the uncertainty is given by

u(qe) =
√

u2
p(qf) + C2s2

p (Tr) + s2(qf) − C2s2(T̄r), (13)

where sp(Tr) is the pooled standard deviation of the room temperature calculated in
a similar manner to that described in Eq. 12. If �tc = �tm, referred to as case (ii),
it is considered that the calibration is performed against qf with an uncertainty of√

u2
p(qf) + u2

e(qf) at the average room temperature during the calibration. Therefore,

the uncertainty is expressed by

u(qe) =
√

u2
p(qf) + s2(qf) − C2s2(T̄r). (14)

The u(qe) values for cases (i) and (ii) calculated using the time windows are shown in
Fig. 5a and b, respectively. up(qf) is also shown in Fig. 5a and b for comparison. The
u(qe) values were determined using statistical information, namely, s(qf) and s(T̄r),
obtained from multiple divided data recorded for 18 days or 31 days. Thus, the values
are not exactly the same as u(qe) for a single measurement with a measurement time of
�tm. However, we can examine the statistical behavior of u(qe) with a measurement
time of �tm by considering u(qe) at a time window of �tw in Fig. 5a and b as the
estimate for a single measurement with a measurement time of �tm = �tw. Figure 5a
and b shows that the use of only least-squares analysis leads to an underestimation of
uncertainty. As stated above, information on ug(qf) and ue(qf) is necessary to evaluate
u(qe) accurately. In particular, ue(qf) cannot be assessed from a single experimental
data set. Therefore, ue(qf) should be experimentally evaluated before or after the cal-
ibration, or a pooled value, which is reasonable and acceptable, should be used. When
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Fig. 5 Standard uncertainties as a function of the measurement time for (a) Experiment I and (b) Experiment
II are shown. Two procedures were considered for determining the standard uncertainty of the evaporation
rate, which are labelled as cases (i) and (ii) in the figure (see text). up(qf ) is the pooled standard uncertainty
obtained from least-squares analysis

the pooled value uep(qf) is available, the following equations should be used:

u(qe) =
√

u2(qf) + C2s2(Tr) + u2
ep(qf) (15)

and

u(qe) =
√

u2(qf) + u2
ep(qf), (16)

where Eq. 15 is for case (i) and Eq. 16 is for case (ii); s(Tr) is the standard deviation
of room temperature during the measurement.

4 Discussion

Figure 3a and b shows that ue(qf) decreases with increasing �tw(= �tm). A least-
squares analysis of ue(qf) using a function B�tαm gives α = −1.05 (B = 2.76 µg) for
Experiment I and α = −1.06 (B = 4.22 µg) for Experiment II, where B and α are
a constant factor and an exponent, respectively, indicating that ue(qf) is likely to be
inversely proportional to �tm. If we assume that the uncertainty in the measurement
of time is negligible, there are two uncertainty components responsible for this �t−1

m
behavior of ue(qf): the uncertainty due to the variability of trace-moisture generation
expressed other than by Cs(Tr), and the uncertainty of the balance reading. It was
found that the former could not explain the behavior. The variability of trace-mois-
ture generation was evaluated using xw measured with the MA. The value of xw was
converted to an evaporation rate at each measurement point using Eqs. 1 and 2 using
the mean value of F , Nb = 0, and xb = 0. Evaporation rates obtained in this man-
ner were divided using the time windows, and the standard deviations of the mean
evaporation rates were calculated as a function of �tm. These data were analyzed
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similarly to that employed for ue(qf), giving B = 0.30 µg and α = −0.46 for Exper-
iment I, and B = 0.32 µg and α = −0.10 for Experiment II. The B values are
approximately ten times smaller than those of ue(qf) in Fig. 3a and b. Furthermore,
a fraction of each value must originate from the variability of room temperature; the
analysis of Cs(Tr) produced B = 0.05 µg and α = −0.19 for Experiment I, and
B = 0.17 µg and α = −0.03 for Experiment II. These results indicate that the �t−1

m
behavior of ue(qf) is attributable mainly to the latter, namely, the uncertainty of the
balance reading.

We performed a simulation considering randomly distributed errors over constant
mass-loss data. The observed �t−1

m behavior of ue(qf) can be reproduced well using
the model. If this model is correct, Eqs. 13 and 15 can be expressed using the constant
factor A in the form,

u(qe) =
√

A2 + B2/�t2
m, (17)

where A (>0) is attributable to the uncertainty due to the variability of trace-mois-
ture generation, and B(>0) can be approximated by the same B as that used in
the least-squares analysis, and attributable to the uncertainty of the balance read-
ing. Equation 17 indicates that the choice of an adequately long �tm reduces the
uncertainty. Equation 17 also implies that it is unnecessary to adopt �tm much greater
than B/A. u(qe) does not greatly improve with increasing �tm in the region of long-
term �tm, resulting from the nature of the function on the right-hand side of Eq. 17.
For instance, the u(qe) values are 0.108 µg ·h−1 at �tm = 30 h, and 0.081 µg ·h−1

at �tm = 100 h in case (i) in Fig. 5b; even though �tm in the latter is three times
greater than that in the former, the improvement is only 0.27% at qe = 10 µg ·h−1.
B represents the magnitude of the environmental effects on the balance reading. As
has already been reported, the B values are 2.76 µg in Experiment I and 4.22 µg in
Experiment II. We calculated the B value using the data from the first 18 of the 31 days
in Experiment II, and found it to be 4.53 µg. This indicates that the difference in B
between Experiments I and II is not attributable to total measurement time. Typical
environmental effects on balance reading are attributable to zero-point drift, change in
scale interval, and change in buoyancy. In this study, these effects were compensated
in both Experiments I and II using zero-point correction and calibration. However,
B differed between the two experiments, indicating that there might be a residual
uncertainty due to these effects and/or there might be uncertainty components of the
balance reading other than those effects to be considered.

The least-squares analysis used to determine the value of the temperature sensitivity
coefficient C showed very small fitting uncertainty (the relative standard uncertainty
was <0.8%). On the analogy of the uncertainty analysis of the evaporation rate in this
article, this value is likely to insufficiently express the uncertainty of C . The fluctu-
ation of the evaporation rate due to the variability of room temperature is probably
attributable to heat transfer, which affects the evaporation rate. This means that C
depends on various experimental conditions that relate to the heat transfer and affect
the evaporation rate, such as the temperature of the chamber, the flow rate of dry
gas to the chamber, the pressure inside the chamber, and air flows around the outside
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of the chamber. Therefore, we need to examine the statistical behavior of C under
various conditions to accurately evaluate the uncertainty of C ; this research has not
yet been performed. However, the temperature of the chamber, the flow rate of dry gas
to the chamber, and the pressure inside the chamber, which probably predominantly
determine the magnitude of C , were controlled in this study, which means that the
uncertainty of C due to the changes in these conditions is expected to be small. Fur-
thermore, the value of s(qf) observed in the long-term �tw region in Experiments I
and II was reproduced well using the value of C determined independently of the two
experiments. These facts suggest that an appropriate value of C was used to interpret
the data in this study, although it was difficult to evaluate its uncertainty.

5 Conclusions

We studied the statistical behavior of the evaporation rate in the DTG measured using
the MSB. It was found that the observed standard deviation of the evaporation rate in
the short-term �tm region was inversely proportional to �tm. In contrast, in the long-
term �tm region, the standard deviation did not vary markedly. Therefore, a suitable
value of �tm should be chosen to reduce the uncertainty and to perform the experiment
efficiently.

The variability of the room temperature might affect the temperature of the diffu-
sion cell. This was probably because it was difficult to fully thermally insulate the
inside of the chamber from the outside, although the temperature inside the chamber
was controlled. Heat transfer from the outside can disturb water evaporation, and is a
component of uncertainty of the evaporation rate. Hence, it is important to determine
the value of C and to record the room temperature in the experiment; the uncertainty
due to this effect should be quantitatively evaluated.

It is difficult to accurately assess the uncertainty of the evaporation rate by least-
squares analysis using a single experimental data set. Furthermore, it was found that
the use of only least-squares analysis leads to an underestimation of the uncertainty.
Therefore, multiple data sets should be used to avoid these problems, and the statistical
behavior of the evaporation rate should be analyzed to evaluate the uncertainty.

The value of ue(qf) in the short-term �tm region was mainly attributable to the
environmental effect on the balance reading, and in the long-term �tm region to the
variability of room temperature. However, we have not yet found the exact causes of
the uncertainty. Further study is needed to identify the causes and to develop a method
of reducing ue(qf).

The value of s(qf) at �tm = 3 h observed in this work was ≈1 µg ·h−1. This
may be a negligible uncertainty component when qf � s(qf), for instance, qf >

1,000 µg ·h−1, and it may be unnecessary to consider s(qf) in detail in the uncer-
tainty analysis. However, when qf ≈ 10 µg ·h−1, the analysis must be performed
more carefully because even a small error in the analysis may significantly affect the
interpretation of results obtained using an MSB/DTG.
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